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The magic angle spinning (MAS) nuclear magnetic resonance (NMR) technique
has proven successful for obtaining information about molecular structure and mo-
tion in solids. The most advanced description of the MAS NMR experiment involves
the density operator and the stochastic Liouville–von Neumann equation. In this
equation, the effects of the anisotropic nuclear spin interactions are represented by
the Hamiltonian, while the motion involves a stochastic operator. For many sys-
tems, molecular motion may be described by a discrete Markov process. In order
to obtain a solution for a discrete Markov process we have used a Lie algebra for-
malism to rewrite the stochastic Liouville–von Neumann equation in the form of a
linear homogeneous system of coupled first-order differential equations. This system
has periodically time-dependent coefficients and can only be solved by numerical
methods. In this paper, we discuss the use of different Runge–Kutta methods to
approximate the solution. These methods have the advantages of simplicity and rel-
atively high efficiency and may be implemented with automatic stepsize control.
The study involves the most important classes of Runge–Kutta methods including
explicit, semi-implicit, and implicit schemes. The results have shown that the choice
of the Runge–Kutta method depends on the motion. It is found that explicit Runge–
Kutta methods are the most efficient schemes in the slow and intermediate motion
regimes. However, in the fast motion regime, the stochastic Liouville–von Neumann
equation becomes stiff. In this regime, we have used semi-implicit and implicit
Runge–Kutta methods with better stability characteristics. For many semi-implicit
or implicit Runge–Kutta methods, the stiff components are represented inaccurately,
and the methods are shown to be relatively inefficient. In order to improve the ef-
ficiency we have designed and implemented stiffly A-stable Runge–Kutta methods.
These have better stability and accuracy characteristics and are useful in the fast
motion regime. In another approach, we have rewritten the stochastic Liouville–von
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Neumann equation in a form with a vanishing stiffness ratio. Based on this form
we have designed modified explicit Runge–Kutta methods, which are stable and
accurate in the fast motion regime. The results have shown that the Runge–Kutta
methods improve the computational efficiency for small systems by a factor between
two and five compared with the eigenvalue method. The efficiency increases with
the dimension of the system, and for large systems the improvement approaches an
order of magnitude. This is an important result because of the long computation times
involved in MAS NMR lineshape calculations. c© 2001 Academic Press

Key Words:nuclear magnetic resonance (NMR); magic angle spinning (MAS);
density operator theory; stochastic Liouville–von Neumann equation; Runge–Kutta
methods; stiff differential systems.

1. INTRODUCTION

The technique of solid-state nuclear magnetic resonance (NMR) spectroscopy [1–3]
has become one of the most important methods for investigating molecular structure and
motion in solid materials. At present, the most successful approach is magic angle spinning
(MAS) NMR spectroscopy [4–9]. In this method the spectra are reduced to a manifold
of spinning sidebands which improves the resolution and sensitivity. In the MAS NMR
experiment, the intensity distribution in the manifold of spinning sidebands is defined by
the coupling parameters of the anisotropic nuclear spin interactions. These parameters
often correlate with structural parameters, such as bond angles and bond lengths, and are
important sources of information about molecular structure. In addition to its usefulness for
structural analysis, the MAS NMR experiment has been introduced as a valuable method
for investigating molecular motion in solids [10–14]. In the presence of molecular motion,
the spectra exhibit lineshape modulations that may be analyzed to determine the motional
mechanism.

The most advanced model for describing the MAS NMR experiment is based on the
stochastic Liouville–von Neumann equation [10–16]. This describes the time evolution of
the density operator in the presence of molecular motion. The density operator accounts
for all the alignments and coherences in a nuclear spin ensemble and is necessary in order
to calculate effects of multiple-quantum transitions and finite pulse widths in MAS NMR
experiments. The stochastic Liouville–von Neumann equation includes the nuclear spin
Hamiltonian and a stochastic operator. The Hamiltonian is defined by anisotropic nuclear
spin interactions, while the form of the stochastic operator depends on the details of the
motion. The simplest description of molecular motion is based on a discrete Markov process
[17]. This involves large amplitude transitions between a finite set of motional states. In
this case, the stochastic Liouville–von Neumann equation can be expressed as a linear
homogeneous system of coupled first-order differential equations among the alignments
and coherences. Because of the time dependence induced by MAS, it is impossible to solve
this system explicitly. The design and implementation of numerical methods is therefore an
important part of the theoretical investigations.

For polycrystalline samples, the calculation of MAS NMR spectra involves two stages
that are equally important in determining the overall efficiency of the computation. In the
first stage, the stochastic Liouville–von Neumann equation is integrated in time to produce
the time-domain signal for a single crystallite. The second stage is a powder integration
whereby the time-domain signal is integrated over all possible crystallite orientations. The
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powder integration usually involves a sum of time-domain signals calculated for a suitable
distribution of crystallite orientations [18, 19]. The choice of time integration method is an
important problem that depends on the exact form of the equations. In this paper we show
that the stochastic Liouville–von Neumann equation is stiff, implying that the numerical
solution of the problem is very difficult.

Note that our initial studies showed that many of the usual methods [20–22] for solv-
ing stiff systems are relatively inefficient when applied to the stochastic Liouville–von
Neumann equation. This includes Gear’s method [20], which has previously been applied
successfully for many stiff systems. The inefficiency of Gear’s method is probably the re-
sult of the computational overhead involved in the predictor-corrector algorithms. Clearly,
in the motional regimes where the stiffness vanishes, it is inefficient to implement a stiff
method. As a result it is unlikely to find a method that is optimum for all motional regimes.
It is more useful to consider several different integration methods and determine the most
efficient scheme in each motional regime.

In this paper, we have elaborated on the use of different Runge–Kutta methods [23–26]
which are interesting because of their simplicity and relatively high efficiency. In the first part
of this paper we demonstrate how the stochastic Liouville–von Neumann equation may be re-
duced to a linear homogeneous system of coupled first-order differential equations. Follow-
ing this introduction we consider the principles of Runge–Kutta methods. This is intended
to establish notation and to summarize the concepts of local and global truncation error that
are essential in order to understand the accuracy and stability characteristics of the methods.

We have investigated the performance of a set of representative Runge–Kutta methods
including explicit, semi-implicit, and implicit methods. These have been used to calculate
motional effects on deuteron MAS NMR spectra [8, 9, 12, 14]. We have elaborated on
deuteron experiments because these are used extensively for investigations of molecular
motion. The results have shown that explicit Runge–Kutta methods are most efficient for
slow and intermediate molecular motion. However, for fast motion, the equations become
stiff, making explicit methods inefficient. We show that there are two different strategies
that may be used for these stiff systems. The most obvious approach is to implement semi-
implicit or implicit Runge–Kutta methods that are sufficiently stable and accurate. Another
strategy is to rewrite the stochastic Liouville–von Neumann equation in a form with a
vanishing stiffness. In this paper, we introduce a transformation that eliminates the stiffness
completely. Because the transformed system may be integrated with explicit methods, the
computational efficiency is improved significantly.

2. PROBLEM FORMULATION

2.1. The Stochastic Liouville–von Neumann Equation

In modern Fourier transform NMR spectroscopy, the experimental method is based on
measuring the response of an ensemble of nuclear spin systems to an external magnetic
perturbation [1–3]. This is usually a sequence of radio frequency pulses designed to create
observable coherences in the ensemble, which evolve in time to generate the observable
time-domain signal. The action of anisotropic nuclear spin interactions combined with the
effect of molecular motion determines the characteristics of the response. From the form
of the time-domain signal, it is therefore possible to deduce many details about molecular
structure and motion.
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The description is usually concerned with a statistical ensemble because the experiment
is performed on a sample with a large number of randomly distributed spin systems. The
physical state of the ensemble is described by the density operatorσ(t), which contains
all the information about the observable properties of the system [27]. In the presence of
molecular motion, the density operator evolves according to the stochastic Liouville–von
Neumann equation [10–16]

∂

∂t
|σ(t)〉 = A(t)|σ(t)〉, (2.1)

which includes the coefficient operator

A(t) = −i Ad(H(t))+4, (2.2)

whereAd(H(t)) is the adjoint Hamiltonian and4 the stochastic operator.
In order to solve the stochastic Liouville–von Neumann equation, it is useful to imple-

ment matrix representations spanned by the group generators{Im(ξn) | m= 1, . . . ,M, n =
1, . . . , N} where M is the number of alignments and coherences andN the number of
motional states [28–30]. Each group generator is given by the valueξn of a stochastic
variable that defines the motional state. The group generators define the basis vectors
{|I1(ξn)〉, . . . , |IM(ξn)〉} which satisfy the orthogonality condition

〈Ik(ξm)|Il (ξn)〉
〈Ik(ξm)|Ik(ξm)〉 = δklδmn (2.3)

and completeness relation

M∑
m=1

N∑
n=1

|Im(ξn)〉〈Im(ξn)|
〈Im(ξn)|Im(ξn)〉 = E. (2.4)

The closure property of the group generators is expressed by the commutation relation

Ad(Ik(ξn))|Il (ξn)〉 = |[ Ik(ξn), Il (ξn)]〉 =
M∑

m=1

cm
kl |Im(ξn)〉, (2.5)

wherecm
kl are the structure constants [28–30]. The commutation relation may be rewritten

in the form

〈Im(ξn)|Ad(Ik(ξn))|Il (ξn)〉
〈Im(ξn)|Im(ξn)〉 = cm

kl , (2.6)

which defines the matrix representation of all adjoint operators. The completeness implies
that

σ(t) =
N∑

n=1

σ(ξn, t) =
M∑

m=1

N∑
n=1

σm(ξn, t)Im(ξn), (2.7)

H(t) =
N∑

n=1

H(ξn, t) =
M∑

m=1

N∑
n=1

Hm(ξn, t)Im(ξn), (2.8)



RUNGE–KUTTA METHODS IN MAS NMR SPECTROSCOPY 419

where the expansion coefficients

σm(ξn, t) = 〈Im(ξn)|σ(t)〉
〈Im(ξn)|Im(ξn)〉 , (2.9)

Hm(ξn, t) = 〈Im(ξn)|H(t)〉
〈Im(ξn)|Im(ξn)〉 . (2.10)

The stochastic Liouville–von Neumann equation may be developed by inserting the
expansion of the density operator (Eq. (2.7)) and using the orthogonality (Eq. (2.3)) of
the group generators. This leads to the linear homogeneous system of coupled first-order
differential equations

∂

∂t
|σ(t)〉 = A(t)|σ(t)〉, (2.11)

whereσ(t) = {σk(ξr , t)} is anMN-dimensional vector andA(t) = {akl(ξr , ξs, t} a time-
dependent (MN, MN)-dimensional coefficient matrix. The elements of the coefficient matrix
are

akl(ξr , ξs, t)= 〈Ik(ξr )|A(t)|Il (ξs)〉
〈Ik(ξr )|Ik(ξr )〉 = 〈Ik(ξr )|4|Il (ξs)〉

〈Ik(ξr )|Ik(ξr )〉 − i
〈Ik(ξr )|Ad(H(t))|Il (ξs)〉
〈Ik(ξr )|Ik(ξr )〉 ,

(2.12)
where

〈Ik(ξr )|Ad(H(t))|Il (ξs)〉
〈Ik(ξr )|Ik(ξr )〉 = δrs

M∑
m=1

Hm(ξr , t)c
k
ml, (2.13)

〈Ik(ξr )|4|Il (ξs)〉
〈Ik(ξr )|Ik(ξr )〉 = δkl4(ξr , ξs) (2.14)

specify the elements of the adjoint Hamiltonian and the stochastic operator. These equations
lead to

akl(ξr , ξs, t) = δkl4(ξr , ξs)− i δrs

M∑
m=1

Hm(ξr , t)c
k
ml, (2.15)

which gives an explicit expression for the elements of the coefficient matrix.
The stochastic operator is defined by the details of the motion. For many systems molecu-

lar motion may be represented by a discrete Markov process [17]. In this model, the motion
is described by transitions between a finite set of motional states, and the elements of the
stochastic operator are

4(ξm, ξn) = knm,

(2.16)
4(ξm, ξm) = −

N∑
n=1

[1− δmn]kmn,

wherekmn is the rate constant for the transition from theξm to ξn motional state. This model
is sufficiently accurate for systems with high activation energies and low temperatures.
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The stochastic Liouville–von Neumann equation is usually solved subject to an initial
condition. In this case, the formal solution may be expressed by

|σ(t)〉 = F(t0, t)|σ(t0)〉, (2.17)

where the propagator

F(t0, t) = T exp

 t∫
t0

A(τ ) dτ

 (2.18)

is a time-ordered exponential. The time ordering implies that there is no explicit solution,
and it is necessary to implement numerical integration methods. There are several different
techniques that may be used to solve the stochastic Liouville–von Neumann equation. In
one approach, the system is solved directly to give the alignments and coherences. This has
the advantage that the dimension of the system is at a minimum. Another method is based
on the equation

∂

∂t
F(t0, t) = A(t)F(t0, t), (2.19)

which may be solved for the propagator. This is then used to determine the time evolution
of the alignments and coherences. In this method the dimension of the system is larger.
However, because of the periodicity of the MAS NMR Hamiltonian the propagator obeys

F(t0, t) = F(t0+ nTr , t + nTr ), (2.20)

whereTr = 2π
ωr

is the rotation period [4–6]. This demonstrates that it is only necessary to
evaluate the propagator for one rotation period. The result is an improvement in compu-
tational efficiency that often more than compensates for the increased dimension. For a
polycrystalline sample, the solution must be integrated over all crystallite orientations. In
the case of MAS, the dependence of the propagator on the crystallite orientation may be
transcribed into a time shift

F(t0, t, α, β, γ ) = F
(

t0+ γ

ωr
, t + γ

ωr
, α, β,0

)
, (2.21)

which leads to an additional improvement in computational efficiency [31].

2.2. Example Application

In this paper we apply the above formalism to deuteron MAS NMR spectroscopy [8, 9,
12, 14]. This provides an example of widespread interest and importance that is sufficiently
general to reveal most of the properties of the stochastic Liouville–von Neumann equation.
Because deuterons are SU(3) nuclear spin systems, the alignments and coherences may be
represented by irreducible cartesian SU(2) tensor operators for SU(3) [30]. It is noted that
there are other group generators [32–34] but the irreducible cartesian SU(2) tensor operators
for SU(3) are optimum for the description of nonselective and symmetric experiments. In
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the absence of rf irradiation, the deuteron MAS NMR Hamiltonian is

H(t) =
N∑

n=1

H (1)
Q (ξn, t), (2.22)

which includes the first-order quadrupole interaction [6, 7]. This is given in terms of irre-
ducible cartesian SU(2) tensor operators for SU(3) by

H (1)
Q (ξn, t) =

√
2

3
ω
(1)
Q (ξn, t)Iz2(ξn), (2.23)

where the angular first-order quadrupole frequency

ω
(1)
Q (ξn, t) =

√
3

2
AQ

z2(ξn, t). (2.24)

This is specified in terms of the second-rank irreducible cartesian quadrupole tensor

A(2)
Q (ξn, t) = ρ(2)Q (ξn)Γ(2)(Ω1(ξn))0

(2)(Ω2)Γ(2)(Ω3(t)), (2.25)

where

ρ(2)Q (ξn) = πCQ(ξn)√
2I [2I − 1]

{−ηQ(ξn), 0,
√

3, 0, 0} (2.26)

is the principal second-rank irreducible cartesian quadrupole tensor. This model includes
the quadrupole coupling constantCQ(ξn) and asymmetry parameterηQ(ξn). The second-
rank irreducible cartesian representation matrixΓ(2)(Ω) defines the transformations. The
motional states are specified by the Euler anglesΩ1(ξn) = {α1(ξn), β1(ξn), γ1(ξn)}. These
represent the transformation from the principal axis system of the quadrupole tensor to
the crystallite fixed axis system. The Euler anglesΩ2 = {α2, β2, γ2} specify the relative
orientation of the crystallite and rotor fixed axis systems. The transformation from the
rotor to the laboratory fixed axis system is given byΩ3(t) = {ωr t, θ,0}, whereωr is the
angular rotation frequency andθ is the angle between the rotation axis and the magnetic
field.

By implementing the irreducible cartesian SU(2) tensor operators for SU(3), the density
operator may be represented by an 8N-dimensional state vector with elements

[σ(t)]8(m−1)+1 = σx(ξm, t), [σ(t)]8(m−1)+2 = σz(ξm, t),

[σ(t)]8(m−1)+3 = σy(ξm, t), [σ(t)]8(m−1)+4 = σx2−y2(ξm, t),
(2.27)

[σ(t)]8(m−1)+5 = σxz(ξm, t), [σ(t)]8(m−1)+6 = σz2(ξm, t),

[σ(t)]8(m−1)+7 = σyz(ξm, t), [σ(t)]8(m−1)+8 = σxy(ξm, t).

wherem= 1, . . . , N. The elementsσz(ξn, t) andσz2(ξn, t) are the dipole and quadrupole
alignments, respectively. The dipole single-quantum coherences areσx(ξn, t)andσy(ξn, t),
while σxz(ξn, t) andσyz(ξn, t) specify the quadrupole single-quantum coherences. The
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quadrupole double-quantum coherences areσx2−y2(ξn, t) andσxy(ξn, t). In this case, the
elements of the (8N,8N)-dimensional coefficient matrix are

[A(t)]8(m−1)+7,8(m−1)+1 = [A(t)]8(m−1)+3,8(m−1)+5 = ω(1)Q (ξm, t),

[A(t)]8(m−1)+1,8(m−1)+7 = [A(t)]8(m−1)+5,8(m−1)+3 = −ω(1)Q (ξm, t), (2.28)

[A(t)]8(m−1)+k,8(n−1)+k = 4(ξm, ξn),

wherem, n = 1, . . . , N andk = 1, . . . ,8 . It has been shown that the (8N,8N)-dimensional
coefficient matrix may be reduced into eight irreducible (N,N)-dimensional coefficient
matrices [14]

[A1]m,n = [A2]m,n = [A3]m,n = [A4]m,n = 4(ξm, ξn),

[A5]m,n = [A7]m,n = 4(ξm, ξn)− iω(1)Q (ξm, t)δmn, (2.29)

[A6]m,n = [A8]m,n = 4(ξm, ξn)+ iω(1)Q (ξm, t)δmn,

wherem, n = 1, . . . , N. The systems defined by the time-independent coefficient matrices
are solved most efficiently by the eigenvalue method [12–14]. For the time-dependent
systems, there is no explicit solution, and it is necessary to implement numerical integration
methods.

3. THE RUNGE–KUTTA FORMALISM

The results of the previous section have demonstrated that the stochastic Liouville–von
Neumann equation is equivalent to a linear homogeneous system of coupled first-order
differential equations. In this paper we consider the application of Runge–Kutta methods
to solve this system [23–26]. The Runge–Kutta methods are designed to provide a solution
to the system

∂

∂t
y(t) = f(t, y(t)), (3.1)

wherey(t) = {yk(t)} andf(t, y(t)) = { fk(t, y(t))} are subject to an initial condition. It is
usually impossible to obtain an explicit solution. The object is therefore to find for a sequence
of independent variablestk, sequence of approximate solutions_y(tk). In the Runge–Kutta
formalism the solution is

ŷ(tk+1) = ŷ(tk)+ δtk_Φ(tk, ŷ(tk), δtk), (3.2)

where tk+1 = tk + δtk is given by the stepsizeδtk. The approximate increment function
takes the form

_
Φ(tk, ŷ(tk), δtk) =

q∑
r=1

wr gr , (3.3)

wherewr (r = 1, . . . ,q) are weighting coefficients and

gr = f

(
tk + αr δtk, ŷ(tk)+ δtk

q∑
s=1

βrsgs

)
, (3.4)
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is given in terms of the parametersαr (r = 1, . . . ,q) andβrs (r, s= 1, . . . ,q). It is useful
to classify the Runge–Kutta methods by the structure of the matrixβ = {βrs}. For an
explicit Runge–Kutta method,β is lower triangular and anygr may be obtained in terms of
g1, . . . ,gr−1. A semi-implicit Runge–Kutta method has elements on the diagonal ofβ and
anygr is defined byg1, . . . ,gr . Implicit Runge–Kutta methods have elements in the upper
right triangle ofβ, and anygr is given in terms ofg1, . . . ,gq.

4. STABILITY AND ACCURACY OF RUNGE–KUTTA METHODS

4.1. Introductory Remarks

In order to understand the performance of Runge–Kutta methods it is necessary to con-
sider the stability and accuracy characteristics [23–26]. For simplicity we restrict the dis-
cussion to the system

∂

∂t
|y(t)〉 = A(t)|y(t)〉, (4.1)

where y(t) = {yk(t)} is an N-dimensional vector andA(t) = {akl(t)} is an (N,N)-
dimensional coefficient matrix. The equation is subject to an initial condition in which
case the solution obeys

|y(ts)〉 = T
s−1∏
k=r

F(tk, tk+1)|y(tr )〉. (4.2)

The Runge–Kutta formalism leads to an approximate solution

|_y(tk+1)〉 = T
s−1∏
k=r

_

F(tk, tk+1)|_y(tr )〉, (4.3)

where
_

F(tk, tk+1) is an approximate propagator. For a small integration interval, the propa-
gator is

F(tk, tk+1) = exp(Aδtk). (4.4)

The approximate propagator is given for any Runge–Kutta method by the rational function

_

F(tk, tk+1) =
[

m∑
r=0

ar [Aδtk]r

][
n∑

s=0

bs[Aδtk]s

]−1

, (4.5)

wherear andbs are constants. By implementing the eigenvalue equationAQ = QΛ, where
Q = {λm} is an eigenvector matrix andΛ = {λmδmn} an eigenvalue matrix, the propagators
may be rewritten as

F(tk, tk+1) = Q exp(Λδtk)Q−1, (4.6)

_

F(tk, tk+1) = Q

[
m∑

r=0

ar [Λδtk]r

][
n∑

s=0

bs[Λδtk]s

]−1

Q−1. (4.7)
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From these equations one finds that the components of the solution are defined
by

yi (ts) =
N∑

j=1

ci j (tr )
s−1∏
k=r

exp(λ j δtk), (4.8)

whereci j (tr ) are constants. The components of the approximate solution are

_yi (ts) =
N∑

j=1

ci j (tr )
s−1∏
k=r

µ(λ j δtk), (4.9)

where the characteristic roots

µ(λ j δtk) =
[

m∑
r=0

ar [λ j δtk]r

][
n∑

s=0

bs[λ j δtk]s

]−1

. (4.10)

4.2. The Local Truncation Error

The accuracy of a Runge–Kutta method is defined by the local truncation error that
represents the difference between the exact and approximate solutions obtained in one
step from an exact initial condition [23–26]. For a linear homogeneous system of coupled
first-order differential equations, the local truncation error may be obtained from

|T(tk+1, δtk)〉 = [F(tk, tk+1)− _

F(tk, tk+1)]|y(tk)〉. (4.11)

Because the exact and approximate solutions must be close, it is evident that the local
truncation error isT(tk+1, δtk) = O(δt p+1

k ) where the orderp is a measure of the accuracy
of the method. This shows that any scheme involvingq stages may be classified as a(p,q)
Runge–Kutta method [24]. The elements of the local truncation error may be rewritten in the
form

Ti (tk+1, δtk) =
N∑

j=1

ci j (tk)[exp(λ j δtk)− µ(λ j δtk)], (4.12)

which reveals that the characteristic roots must approximate the exact solution components
closely in order to obtain a valid numerical solution. This relationship is expressed by the
error function

O
(
δt p+1

k

) = exp(λ j δtk)− µ(λ j δtk), (4.13)

which may be plotted as function ofλδt in order to visualize the accuracy.

4.3. The Global Truncation Error

The performance of Runge–Kutta methods depends not only on the accuracy but also
on the stability characteristics [23–26]. The stability refers to the behavior of the global
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truncation error

|ε(ts)〉 =
[

T
s−1∏
k=0

F(tk, tk+1)− T
s−1∏
k=0

_

F(tk, tk+1)

]
|y(t0)〉, (4.14)

which is the difference between the exact and approximate solutions obtained in several
steps from an exact initial condition [23–26]. The global truncation error may be rewritten
in the form

εi (ts) =
N∑

j=1

ci j (t0)[exp(sλ j δt)− µ(λ j δt)
s], (4.15)

where it has been assumed that all stepsizes are equal. It is obvious that a valid solution
must satisfy

|εi (ts)| ¿
N∑

j=1

|ci j (t0)||exp(sλ j δt)|, (4.16)

which indicates that the global truncation error remains small relative to the exact solution.
Because the characteristic roots must approximate the exact solution components closely,
it is also required that

|εi (ts)| ¿
N∑

j=1

|ci j (t0)||µ(λ j δt)|s. (4.17)

When these equations are satisfied the method is said to be numerically stable [23, 24].
A linear homogeneous system of coupled first-order differential equations is inherently
stable if Re(λ j ) ≤ 0. For these systems|µ(λ j δt)| ≤ 1 defines the requirement for numer-
ical stability. When this condition is satisfied the method is called absolute stable. The
stability characteristics of a method may be visualized by its region of absolute stability
{λδt ||µ(λδt)| ≤ 1}. A method with a finite region of absolute stability is called conditionally
stable, while a method with an infinite region of absolute stability is denoted unconditionally
stable. If the region of absolute stability contains the entire negative-half-plane, the method
is A-stable. For a conditionally stable method, the stepsizeδt must be chosen carefully in
order thatλ j δt is contained within the region of absolute stability. However, there is no
guarantee that all values ofδt for which λ j δt are within the region of absolute stability
will yield an accurate solution. The relationship between stability and accuracy is thus
fundamental to the choice of stepsize.

5. SPECIFIC RUNGE–KUTTA METHODS

5.1. Explicit Methods Based on Newton–Cotes Quadrature Formulas

Because the efficiency of a Runge–Kutta method depends on the number of stagesq, it is
desirable to choose the smallest value ofq consistent with the orderp. For explicit methods
of order1≤ p ≤ 4 the smallest number of stages isq = p. As the order is increased a larger
number of stages is required. The smallest number of stages isq = p+ 1 for 5≤ p ≤ 6
andq = p+ 2 for 7≤ p [35]. This does not detract from the usefulness of higher-order
methods since these may be used with a larger stepsize [36–39]. A representative third-order
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scheme is the classical explicit (3,3) Runge–Kutta method [40]

Φ̂(tk, ŷ(tk), δtk) = 1

6
[g1+ 4g2+ g3],

g1 = f(tk, ŷ(tk)),
(5.1)

g2 = f
(

tk + 1

2
δtk, ŷ(tk)+ 1

2
δtkg1

)
,

g3 = f(tk + δtk, ŷ(tk)+ δtk[2g2− g1]),

and a useful fourth-order scheme is the classical (4,4) Runge–Kutta method [40]

Φ̂(tk, ŷ(tk), δtk) = 1

6
[g1+ 2g2+ 2g3+ g4],

g1 = f(tk, ŷ(tk)),

g2 = f
(

tk + 1

2
δtk, ŷ(tk)+ 1

2
δtkg1

)
, (5.2)

g3 = f
(

tk + 1

2
δtk, ŷ(tk)+ 1

2
δtkg2

)
,

g4 = f(tk + δtk, ŷ(tk)+ δtkg3).

In order to achieve fifth-order accuracy for an explicit Runge–Kutta method, a minimum of
six stages is required. An example is the Butcher explicit (5,6) Runge–Kutta method [37]

Φ̂(tk, ŷ(tk), δtk) = 1

90
[7g1+ 32g3+ 12g4+ 32g5+ 7g6],

g1 = f(tk, ŷ(tk)),

g2 = f
(

tk + 1

4
δtk, ŷ(tk)+ 1

4
δtkg1

)
,

g3 = f
(

tk + 1

4
δtk, ŷ(tk)+ 1

8
δtk[g1+ g2]

)
, (5.3)

g4 = f
(

tk + 1

2
δtk, ŷ(tk)+ 1

2
δtk[−g1+ 2g2]

)
,

g5 = f
(

tk + 3

4
δtk, ŷ(tk)+ 1

16
δtk[3g1+ 9g4]

)
,

g6 = f
(

tk + δtk, ŷ(tk)+ 1

7
δtk[−3g1+ 2g2+ 12g3− 12g4+ 8g5]

)
.

The stability and accuracy characteristics are illustrated in Fig. 1, which shows that the
methods are conditionally stable. The accuracy is seen to increase by an order of magnitude
in going from the (3,3) to the (4,4) method and by another order of magnitude in going from
the (4,4) to the (5,6) method.

5.2. Implicit Methods Based on Gauss–Legendre Quadrature Formulas

The advantages of implicit Runge–Kutta methods are high orders for the number of
stages and desirable stability characteristics. In cases where stability is more important
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FIG. 1. Region of absolute stability (first column) and error function (second column) for explicit Runge–
Kutta methods. The figure includes the classical explicit (3,3) Runge–Kutta method (first row), the classical explicit
(4,4) Runge–Kutta method (second row), and the Butcher explicit (5,6) Runge–Kutta method (third row).

than accuracy, implicit methods may perform better than explicit methods. A useful class
of implicit methods is defined by the Gauss–Legendre quadrature formulas. For each such
formula, there is an implicit Runge–Kutta method of orderp = 2q [41]. An example is the
implicit (4,2) Runge–Kutta method of Gauss type

Φ̂(tk, ŷ(tk), δtk) = 1

2
[g1+ g2],

g1 = f

(
tk + [3−√3]

6
δtk, ŷ(tk)+ 1

4
δtkg1+ [3− 2

√
3]

12
δtkg2

)
, (5.4)

g2 = f

(
tk + [3+√3]

6
δtk, ŷ(tk)+ [3+ 2

√
3]

12
δtkg1+ 1

4
δtkg2

)
.
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FIG. 2. Region of absolute stability (first column) and error function (second column) for semi-implicit and
implicit Runge–Kutta methods. The figure includes the implicit (4,2) Runge–Kutta method of Gauss type (first
row), the semi-implicit (3,2) Runge–Kutta method of first Radau type (second row), and the semi-implicit (4,3)
Runge–Kutta method of Lobatto type (third row).

The accuracy and stability are revealed by Fig. 2, which shows that the scheme is A-stable.
The error function demonstrates that the method has a relatively high accuracy for the
number of stages.

5.3. Implicit Methods Based on Radau Quadrature Formulas

Another important class of implicit Runge–Kutta methods is derived from the Radau
quadrature formulas. For each such formula there is a Runge–Kutta method of orderp =
2q − 1 [42]. In the first type of Radau quadrature formulas, the ordinates are subject to the
constraint thatα1 = 0 which is the same as saying that the derivatives must be evaluated at
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the initial point. A typical example is the semi-implicit (3,2) Runge–Kutta method of first
Radau type

Φ̂(tk, ŷ(tk), δtk) = 1

4
[g1+ 3g2],

g1 = f(tk, ŷ(tk)), (5.5)

g2 = f
(

tk + 2

3
δtk, ŷ(tk)+ 1

3
δtk[g1+ g2]

)
.

The second type of Radau quadrature formulas is obtained by imposing the condition that
αq = 1 which means that the derivatives must be evaluated in the final point. A representative
example is the semi-implicit (3,2) Runge–Kutta method of second Radau type

Φ̂(tk, ŷ(tk), δtk) = 1

4
[3g1+ g2],

g1 = f
(

tk + 1

3
δtk, ŷ(tk)+ 1

3
δtkg1

)
, (5.6)

g2 = f(tk + δtk, ŷ(tk)+ δtkg1).

The accuracy and stability properties are shown in Fig. 2, which demonstrates that the
methods are conditionally stable. The accuracy is low and corresponds to the explicit (3,3)
Runge–Kutta method.

5.4. Implicit Methods Based on Lobatto Quadrature Formulas

The Lobatto quadrature formulas define another class of implicit Runge–Kutta methods.
The ordinates are subject to the constraints thatα1 = 0 andαq = 1 which means that the
derivatives must be evaluated in the first and final points. For each Lobatto formula,there
is a Runge–Kutta method of orderp = 2q − 2 [42]. A useful example is the implicit (4,3)
Runge–Kutta method of Lobatto type

Φ̂(tk, ŷ(tk), δtk) = 1

6
[g1+ 4g2+ g3],

g1 = f(tk, ŷ(tk)),
(5.7)

g2 = f
(

tk + 1

2
δtk, ŷ(tk)+ 1

4
δtk[g1+ g2]

)
,

g3 = f(tk + δtk, ŷ(tk)+ δtkg2).

The accuracy and stability properties are shown in Fig. 2. This reveals that the method is
conditionally stable with an accuracy that corresponds to the implicit (4,2) Runge–Kutta
method of Gauss type.

6. NUMERICAL EXPERIMENTS

6.1. Preliminaries

The usefulness of the Runge–Kutta formalism depends not only on the integration method
but also on the system of differential equations. This implies that Runge–Kutta methods
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that have proven useful for some systems may be inferior in other cases. In this section
we evaluate the performance of different Runge–Kutta methods for solving the stochastic
Liouville–von Neumann equation applied to deuteron MAS NMR spectroscopy. In this case,
the coefficient matrix may be reduced into eight independent systems (Eqs. (2.29)). The
time-independent systems are solved most readily by the eigenvalue method. For the period-
ically time-dependent systems, we have applied Runge–Kutta methods to obtain a solution.

The results are for a deuteron system subject to molecular motion and MAS conditions
with the rotation frequencyνr = 5 kHz. It is assumed that the quadrupole coupling con-
stant CQ = 200 kHz and asymmetry parameterηQ = 0.10. These parameters reflect the
small and nearly axially symmetric quadrupole interaction that characterizes most deuteron
systems. The motion involves discrete rotation about a crystallite fixed axis with rota-
tion anglesξn = 2π [n−1]

N (n = 1, . . . , N). These define the values of a discrete stochas-
tic variable which evolves according to a discrete Markov process with rate constants
kmn = knm = δm,n+1k (n = 1, . . . , N − 1) andk1N = kN1 = k. The relative orientation of
the principal axis system of the quadrupole tensor and the crystallite fixed axis system is
defined by the Euler anglesΩ(ξn) = {0, arctan(

√
2), ξn} (n = 1, . . . , N). This model repre-

sents molecular motion in many important systems and has the advantage of computational
simplicity.

The performance of the Runge–Kutta methods was evaluated by comparing computation
times used to calculate a sequence of approximate solutions_y(tn) corresponding to the
independent variablestn = 2n (µs). The computation time depends on the number of points
in the sequence, and it is noted that the results are for the calculation of a sequence with
one thousand points. In this case the computation time includes contributions from both the
evaluation of the propagator and the evolution of the density operator. Both of these elements
are critical factors in terms of execution time. It is evident that the computation time depends
on the crystallite orientation. The numerical results were therefore averaged over a uniform
distribution of crystallites. This implies that the computation time for a polycrystalline
sample may be estimated by multiplying the results by the number of crystallites.

The calculations were performed with Fortran 95 programs on a 400 MHz dual
Pentium II computer with 256 Mb RAM. It is noted that the execution time depends on
both the operating system and the Fortran compiler. We have compared computation times
for the Windows NT and Linux operating systems using the Compaq Visual Fortran 95
and PGI Fortran 90 and HPF compilers. The results have demonstrated that the Compaq
Visual Fortran 95 compiler executing under Windows NT is the most efficient environment
on our system. The programs were all subject to full serial optimization to improve the
performance.

6.2. Comparison of Runge–Kutta Methods

The classification of the Runge–Kutta methods is important because the individual classes
have different stability and accuracy characteristics. As representative explicit schemes we
consider the classical explicit (3,3) Runge–Kutta method (Eqs. (5.1)), the classical explicit
(4,4) Runge–Kutta method (Eqs. (5.2)), and the Butcher explicit (5,6) Runge–Kutta method
(Eqs. (5.3)). These methods were implemented in two different algorithms using either fixed
stepsizes or automatic stepsize control [23–26]. For fixed stepsizes, the classical explicit
(3,3) Runge–Kutta method is Method 1a, the classical explicit (4,4) Runge–Kutta method is
Method 2a, and the Butcher explicit (5,6) Runge–Kutta method is Method 3a. For automatic
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stepsize control, the methods are denoted Method 1b, Method 2b, and Method 3b. Some
examples of implicit schemes are the implicit (4,2) Runge–Kutta method of Gauss type
(Eqs. (5.4)), the semi-implicit (3,2) Runge-Kutta method of first Radau type (Eqs. (5.5)),
and the semi-implicit (4,3) Runge–Kutta method of Lobatto type (Eqs. (5.7)). In the case
of fixed stepsizes, the implicit (4,2) Runge–Kutta method of Gauss type is Method 4a, the
semi-implicit (3,2) Runge–Kutta method of first Radau type is Method 5a, and the semi-
implicit (4,3) Runge–Kutta method of Lobatto type is Method 6a. For automatic stepsize
control, the methods are Method 4b, Method 5b, and Method 6b.

The computation times were obtained for the stepsizesδt = 0.1µs, δt = 0.2µs, and
δt = 0.4µs which are representative for calculations of deuteron MAS NMR spectra. The
effects on the accuracy of decreasing the stepsize depend on the specific Runge–Kutta
method. As an example, we have investigated the accuracy of Method 2a for different fixed
stepsizes. The results shown in Fig. 3 reveal that the accuracy improves significantly by
decreasing the stepsize. However, it is expected that the increased round-off error resulting
from a decreasing stepsize will eventually reduce the accuracy. This suggests that there
may be both a minimum and maximum value of the allowed stepsize. Because a fixed
stepsize may result in an inaccurate and inefficient calculation, it is interesting to compare
the results with automatic stepsize control. The algorithms for automatic stepsize control
were based on the Richardson extrapolation procedure for estimating the local truncation
error [23–26]. The methods used the local error tolerancesTmax

m = 10−3, Tmax
m = 10−4,

andTmax
m = 10−5, which are typical for simulations of deuteron MAS NMR spectra. The

FIG. 3. Theoretical deuteron MAS NMR spectra (left column) and absolute error (right column) calcu-
lated with the classical explicit (4,4) Runge–Kutta method for different fixed stepsizes. The results are for a
deuteron quadrupole tensor that reorients between two orientationsÄ(ξ1) = {0, arctan(

√
2), 0} andÄ(ξ2) =

{0, arctan(
√

2), π}. The calculations used the quadrupole coupling constantCQ = 200 kHz, asymmetry parame-
terηQ = 0.10, rotation frequencyνr = 5.0 kHz, and rate constantk = 102 Hz.
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FIG. 4. Theoretical deuteron MAS NMR spectra (left column) and absolute error (right column) calculated
with the classical explicit (4,4) Runge–Kutta method for different local error tolerances. The results are for
a deuteron quadrupole tensor that reorients between two orientationsÄ(ξ1) = {0, arctan(

√
2), 0} andÄ(ξ2) =

{0, arctan(
√

2), π}. The calculations used the quadrupole coupling constantCQ = 200 kHz, asymmetry parameter
ηQ = 0.10, rotation frequencyνr = 5.0 kHz, and rate constantk = 102 Hz.

effects of decreasing the local error tolerances are shown in Fig. 4 for Method 2b. The
results demonstrate that the accuracy improves as the local error tolerances are decreased.
However, the differences are too small to justify the use of very small error tolerances. The
execution times were determined as function of the number of motional statesN for a fixed
rate constantk = 102 Hz. The results are listed in Tables I through VII and illustrated in
Figs. 5 through 7. For automatic stepsize control, the execution times were determined for
N = 2 as function of the rate constantk. The results are listed in Table VIII and shown in
Figs. 8 and 9.

From the computational results the stability characteristics of the Runge–Kutta methods
become apparent. It is recalled that the stability is determined by the eigenvalue structure
of the coefficient matrix. For the systems discussed in this paper, the coefficient matrix
is of the formA(t) = 4+ i Ω(t), whereΞ = {4(ξm, ξn)} is the stochastic matrix and
Ω(t) = {ω(1)Q (ξn, t)δmn}. For a system with two motional states, the eigenvalues are

λ1 = i

2

[
ω
(1)
Q (t, ξ1)+ ω(1)Q (t, ξ2)

]+ 1

2

√
4k2− [ω(1)Q (t, ξ1)− ω(1)Q (t, ξ2)

]2− k,

(6.1)

λ2 = i

2

[
ω
(1)
Q (t, ξ1)+ ω(1)Q (t, ξ2)

]− 1

2

√
4k2− [ω(1)Q (t, ξ1)− ω(1)Q (t, ξ2)

]2− k,

which show that the real parts are always less than or equal to zero. This is valid for
any coefficient matrix, and the stochastic Liouville–von Neumann equation is therefore an



TABLE I

Absolute CPU Times (s) for the Eigenvalue Method

N δt = 0.4µs δt = 0.2µs δt = 0.1µs

2 0.0284 0.0555 0.1095
3 0.0545 0.1072 0.2125
4 0.0786 0.1549 0.3073
5 0.1175 0.2321 0.4608
6 0.1628 0.3213 0.6387
7 0.2231 0.4415 0.8784
8 0.2863 0.5667 1.1281
9 0.3852 0.7633 1.5196

10 0.4811 0.9541 1.9003

Note.The results are for a deuteron quadrupole tensor whose principal axis system
reorients betweenN different orientations.Ä(ξn) = {0, arctan(

√
2), 2π [n− 1]

N
}(n =

1, . . . , N). The motion is described by a discrete Markov model with rate constants
kmn = knm = δm,n+1102 Hz(n = 1, . . . , N − 1) andk1N = kN1 = 102 Hz. The cal-
culations used the quadrupole coupling constantCQ = 200 kHz, asymmetry pa-
rameterηQ = 0.10, and rotation frequencyνr = 5.0 kHz.

TABLE II

Absolute CPU Times (s) for Runge–Kutta Methods Using Fixed Stepsizesδt = 0.4µs

N Method 1a Method 2a Method 3a Method 4a Method 5a Method 6a Method 7a Method 8a Method 9a Method10a

2 0.0059 0.0075 0.0113 0.0336 0.0137 0.0151 0.0330 0.0098 0.0117 0.0449
3 0.0091 0.0117 0.0175 0.0573 0.0234 0.0249 0.0571 0.0136 0.0176 0.0605
4 0.0124 0.0158 0.0243 0.0883 0.0361 0.0400 0.0892 0.0156 0.0215 0.0664
5 0.0199 0.0255 0.0393 0.1351 0.0542 0.0605 0.1363 0.0254 0.0352 0.0957
6 0.0278 0.0357 0.0554 0.1933 0.0786 0.0874 0.1953 0.0332 0.0410 0.1192
7 0.0397 0.0509 0.0786 0.2638 0.1040 0.1182 0.2683 0.0449 0.0566 0.1582
8 0.0495 0.0638 0.0973 0.3465 0.1338 0.1553 0.3545 0.0527 0.0605 0.1758
9 0.0679 0.0876 0.1348 0.4573 0.1821 0.2051 0.4688 0.0703 0.0859 0.2363

10 0.0866 0.1121 0.1750 0.5832 0.2261 0.2563 0.5976 0.0879 0.1054 0.2969

TABLE III

Absolute CPU Times (s) for Runge–Kutta Methods Using Fixed Stepsizesδt = 0.2µs

N Method 1a Method 2a Method 3a Method 4a Method 5a Method 6a Method 7a Method 8a Method 9a Method 10a

2 0.0108 0.0140 0.0214 0.0669 0.0264 0.0297 0.0647 0.0156 0.0234 0.0898
3 0.0169 0.0219 0.0356 0.1172 0.0444 0.0483 0.1124 0.0234 0.0352 0.1152
4 0.0231 0.0298 0.0469 0.1768 0.0708 0.0771 0.1761 0.0293 0.0410 0.1367
5 0.0372 0.0485 0.0759 0.2710 0.1050 0.1182 0.2704 0.0508 0.0645 0.1855
6 0.0563 0.0682 0.1070 0.3862 0.1528 0.1709 0.3864 0.0625 0.0801 0.2344
7 0.0752 0.0977 0.1528 0.5268 0.2041 0.2324 0.5304 0.0879 0.1094 0.3125
8 0.0948 0.1232 0.1900 0.6934 0.2622 0.3047 0.7034 0.0977 0.1172 0.3457
9 0.1299 0.1693 0.2632 0.9092 0.3574 0.4033 0.9288 0.1367 0.1642 0.4668

10 0.1667 0.2174 0.3424 1.1602 0.4458 0.5049 1.1858 0.1660 0.1973 0.5879

TABLE IV

Absolute CPU Times (s) for Runge–Kutta Methods Using Fixed Stepsizesδt = 0.1µs

N Method 1a Method 2a Method 3a Method 4a Method 5a Method 6a Method 7a Method 8a Method 9a Method 10a

2 0.0208 0.0270 0.0418 0.1323 0.0508 0.0571 0.1235 0.0313 0.0469 0.1758
3 0.0323 0.0424 0.0657 0.2319 0.0864 0.0947 0.2197 0.0469 0.0664 0.2305
4 0.0446 0.0580 0.0919 0.3516 0.1392 0.1519 0.3472 0.0586 0.0781 0.2676
5 0.0717 0.0944 0.1491 0.5386 0.2075 0.2334 0.5366 0.0957 0.1270 0.3672
6 0.1024 0.1333 0.2106 0.7681 0.3018 0.3384 0.7656 0.1230 0.1543 0.4668
7 0.1463 0.1913 0.3012 1.0469 0.4028 0.4595 1.0586 0.1719 0.2129 0.6172
8 0.1853 0.2418 0.3753 1.3799 0.5186 0.6035 1.3960 0.1875 0.2305 0.6914
9 0.2536 0.3326 0.5195 1.8130 0.7056 0.7993 1.8423 0.2656 0.2503 0.9219

10 0.3266 0.4276 0.6769 2.3120 0.8823 1.0024 2.3620 0.3662 0.3926 1.1660

433
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TABLE V

Absolute CPU Times (s) for Runge–Kutta Methods Using Automatic Stepsize Control

with the Local Error Tolerances Tmax
m = 10−3

N Method 1b Method 2b Method 3b Method 4b Method 5b Method 6b Method 7b Method 8b Method 9b Method 10b

2 0.0075 0.0084 0.0129 0.0469 0.0166 0.0190 0.0386 0.0117 0.0156 0.0547
3 0.0128 0.0132 0.0203 0.0874 0.0278 0.0303 0.0664 0.0176 0.0215 0.0722
4 0.0193 0.0182 0.0282 0.1611 0.0444 0.0479 0.1147 0.0254 0.0273 0.0820
5 0.0334 0.0291 0.0455 0.2495 0.0664 0.0737 0.1660 0.0449 0.0410 0.1133
6 0.0504 0.0409 0.0639 0.3975 0.1260 0.1040 0.2544 0.0566 0.0508 0.1445
7 0.0758 0.0584 0.0912 0.5757 0.1401 0.1430 0.3599 0.0820 0.0703 0.1914
8 0.0959 0.0723 0.1133 0.7554 0.1875 0.1860 0.4736 0.0918 0.0742 0.2109
9 0.1332 0.0993 0.1571 1.0186 0.2422 0.2432 0.6147 0.1270 0.1035 0.2871

10 0.1741 0.1286 0.2065 1.3232 0.3174 0.3135 0.8340 0.1621 0.1270 0.3555

inherently stable system. In the slow (kmn ≤ 104 Hz) and intermediate (104 Hz≤ kmn ≤
107 Hz) motion regimes the eigenvalues may be approximated by

λ1 = iω(1)Q (t, ξ1)− k,
(6.2)

λ2 = iω(1)Q (t, ξ2)− k,

which are sufficiently accurate provided thatk¿ 1
2|ω(1)Q (t, ξ1)− ω(1)Q (t, ξ2)|. In the slow and

intermediate motion regimes one finds that the magnitudes of Im(λ1) and Im(λ2) are larger
than the magnitudes of Re(λ1) and Re(λ2), respectively. This shows that the magnitudes of
the eigenvalues and the corresponding stepsizes are independent of the rate constant. This
is verified by the computation times which are invariant (Figs. 8 and 9) in the slow and
intermediate motion regimes.

The regular pattern observed in the slow and intermediate regimes changes for fast
(107 Hz≤ kmn)molecular motion. By considering the eigenvalues in the fast motion regime
one finds that

λ1 = i

2

[
ω
(1)
Q (t, ξ1)+ ω(1)Q (t, ξ2)

]
,

(6.3)

λ2 = i

2

[
ω
(1)
Q (t, ξ1)+ ω(1)Q (t, ξ2)

]− 2k,

which are sufficiently accurate provided thatkÀ 1
2|ω(1)Q (t, ξ1)− ω(1)Q (t, ξ2)|. It is noted

that the magnitude of Im(λ1) is larger than the magnitude of Re(λ1) and that the magnitude

TABLE VI

Absolute CPU Times (s) for Runge–Kutta Methods Using Automatic Stepsize Control

with the Local Error Tolerances Tmax
m = 10−4

N Method 1b Method 2b Method 3b Method 4b Method 5b Method 6b Method 7b Method 8b Method 9b Method 10b

2 0.0103 0.0093 0.0129 0.0972 0.0205 0.0190 0.0483 0.0117 0.0176 0.0547
3 0.0213 0.0158 0.0203 0.2026 0.0371 0.0303 0.0947 0.0234 0.0273 0.0703
4 0.0330 0.0234 0.0283 0.3442 0.0664 0.0488 0.1802 0.0430 0.0430 0.0820
5 0.0582 0.0402 0.0456 0.5518 0.1084 0.0747 0.2905 0.0742 0.0742 0.1133
6 0.0893 0.0616 0.0640 0.8535 0.2114 0.1074 0.4595 0.1016 0.0996 0.1445
7 0.1321 0.0921 0.0913 1.2178 0.2422 0.1494 0.6650 0.1445 0.1406 0.1914
8 0.1677 0.1185 0.1133 1.5825 0.3267 0.1948 0.8784 0.1641 0.1582 0.2148
9 0.2336 0.1654 0.1572 2.1221 0.4351 0.2485 1.1938 0.2305 0.2227 0.2871

10 0.3068 0.2167 0.2064 2.7593 0.5537 0.3296 1.5508 0.2891 0.2793 0.3574
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TABLE VII

Absolute CPU Times (s) for Runge–Kutta Methods Using Automatic Stepsize Control

with the Local Error Tolerances Tmax
m = 10−5

N Method 1b Method 2b Method 3b Method 4b Method 5b Method 6b Method 7b Method 8b Method 9b Method 10b

2 0.0176 0.0118 0.0130 0.1768 0.0347 0.0200 0.0986 0.0195 0.0125 0.0957
3 0.0348 0.0218 0.0204 0.3627 0.0683 0.0356 0.1865 0.0391 0.0430 0.1758
4 0.0522 0.0340 0.0283 0.6372 0.1201 0.0635 0.3394 0.0684 0.0703 0.2246
5 0.0917 0.0599 0.0457 1.0034 0.1948 0.1016 0.5264 0.1172 0.1230 0.3516
6 0.1389 0.0912 0.0641 1.5522 0.3867 0.1587 0.8091 0.1641 0.1660 0.4746
7 0.2053 0.1352 0.0913 2.2153 0.4375 0.2280 1.1729 0.2383 0.2363 0.6152
8 0.2607 0.1716 0.1134 2.8770 0.5835 0.3081 1.5205 0.2656 0.2598 0.7129
9 0.3613 0.2388 0.1571 3.8804 0.7793 0.4072 2.0688 0.3711 0.3633 0.9531

10 0.4743 0.3144 0.2066 5.0474 0.9922 0.5386 2.6543 0.4668 0.4473 1.2186

of Re(λ2) is much larger than the magnitude of Im(λ2). The magnitudes of the eigenvalues
are therefore determined by Im(λ1) and Re(λ2). Because the magnitude of Re(λ2) is much
larger than the magnitude of Im(λ1) the eigenvalues differ significantly.

It is recalled that systems with widely different eigenvalues are characterized as stiff,
and that the stiffness is measured by the stiffness ratio [20–26]. A stiff system represents
a special problem for a Runge–Kutta method. More specifically, if a conditionally stable
Runge–Kutta method is applied to a stiff system, the solution components defined by the
eigenvalues with large negative real parts will enforce a small stepsize in order to satisfy
the conditions of accuracy and stability. Furthermore, the solution components defined by
the eigenvalues with small negative real parts will lead to a wide range of integration.
This implies that the execution time for a conditionally stable Runge–Kutta method may
become excessive. This is verified by the computation times for Methods 1a (1b) through
6a (6b) which are seen (Figs. 8 and 9) to be increasing functions of the rate constant in the
fast motion regime. The explicit Runge–Kutta methods are more sensitive to the stiffness
than the semi-implicit and implicit schemes, which have better stability properties. Because
the stability characteristics are almost equal for the explicit Runge–Kutta methods, their
performance differs only slightly. It is found that Method 6a (6b) is more sensitive to the
stiffness than Method 5a (5b) and that Method 4a (4b) depends only weakly on the stiffness.
This reflects the better stability of Methods 4a (4b) and 5a (5b).

FIG. 5. Absolute computation time as function of the number of motional statesN for the eigenvalue method.
The method implemented fixed stepsizes given byδt = 0.1µs (r), δt = 0.2µs (j), andδt = 0.4µs (m).
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FIG. 6. Absolute computation time as function of the number of motional statesN for explicit Runge–
Kutta methods. The methods used fixed stepsizes (first column) given byδt = 0.1µs (r), δt = 0.2µs (j), and
δt = 0.4µs (m) and automatic stepsize control (second column) with the local error tolerancesTmax

m = 10−5 (r),
Tmax

m = 10−4 (j), andTmax
m = 10−3 (r). The figure includes the classical explicit (3,3) Runge–Kutta method (first

row), the classical explicit (4,4) Runge–Kutta method (second row), and the Butcher explicit (5,6) Runge–Kutta
method (third row).

The accuracy properties of explicit Runge–Kutta methods are illustrated by the behavior
of Methods 1a (1b) through 3a (3b), which have comparable stability properties. The error
functions shown in Fig. 1 demonstrate that the fourth-order Method 2a (2b) is more accurate
by an order of magnitude compared with the third-order Method 1a (1b). In addition, it is
seen that the fifth-order Method 3a (3b) is an order of magnitude more accurate than Method
2a (2b). For a fixed stepsize, the computation time depends only on the number of derivative
evaluations. It is seen that Method 1a requires three, Method 2a four, and Method 3a six
derivative evaluations for each step. If the derivative evaluations are rate determining this
suggests that the execution times for fixed stepsizes be related byt1a = 3

4t2a andt3a = 3
2t2a.

These predictions agree closely enough with the actual results to suggest that most of the
execution time is spent evaluating the derivatives. In the slow and intermediate motion
regimes, the stepsizes are determined solely by the condition of accuracy. It is important
to note that the increased accuracy in going from the third- to the fourth- to the fifth-order
method is about 10 to 100, and that the computation times are similar. This indicates that the
added computation time is less important than the decreasing error. From these results it can
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FIG. 7. Absolute computation time as function of the number of motional statesN for semi-implicit and
implicit Runge–Kutta methods. The methods implemented fixed stepsizes (first column) given byδt = 0.1µs
(r), δt = 0.2µs (j), andδt = 0.4µs (m) and automatic stepsize control (second column) with the local error
tolerancesTmax

m = 10−5 (r), Tmax
m = 10−4 (j), andTmax

m = 10−3 (m). The figure includes the implicit (4,2) Runge–
Kutta method of Gauss type (first row), the semi-implicit (3,2) Runge–Kutta method of first Radau type (second
row), the semi-implicit (4,3) Runge–Kutta method of Lobatto type (third row), and the stiffly A-stable (3,2)
Runge–Kutta method of Pad´e type (fourth row).

be concluded that Method 3a (3b) is preferable if high accuracy is required. The computation
times for Method 3b depend only weakly on the error tolerances demonstrating the high
accuracy of the scheme. It is evident that Method 2a (2b) is preferred for calculations of
low accuracy.

For the semi-implicit and implicit Runge–Kutta methods, the accuracy properties are
illustrated by Methods 5a (5b) and 6a (6b), which have similar stability properties. The
fourth-order Method 6a (6b) is more accurate by an order of magnitude than the third-order
Method 5a (5b). The result is that the stepsizes used by Method 5a (5b) are smaller than for
Method 6a (6b). This is verified by the computation times for Method 5b, which are longer
than for Method 6b. The execution times for Method 6a are longer than for Method 5a



438 KRISTENSEN, HOATSON, AND VOLD

TABLE VIII

Relative CPU Times for Runge–Kutta Methods Using Automatic Stepsize Control

with the Local Error Tolerances Tmax
m = 10−4

Log(k) Method 1b Method 2b Method 3b Method 4b Method 5b Method 6b Method 7b Method 8b Method 9b Method 10b

2.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
2.5 1.0000 1.0000 1.0000 0.9897 1.0000 1.0000 0.9982 1.0000 1.0000 0.9634
3.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9982 1.1709 0.8864 1.0000
3.5 0.9909 1.0000 1.0000 0.9949 1.0000 1.0270 0.9964 1.0000 1.0000 0.9287
4.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0541 0.9909 1.0000 1.0000 1.0000
4.5 0.9909 1.0000 1.0000 0.9846 1.0000 2.0865 0.9781 1.1709 1.0000 1.0000
5.0 0.9818 0.9892 1.0000 0.9743 0.9268 3.7189 0.9162 1.0000 1.0000 1.1060
5.5 1.4273 1.1075 1.0155 1.4218 1.5707 6.4649 1.2878 1.0000 1.0000 1.3931
6.0 2.5091 2.4946 1.8993 2.6728 2.7610 10.5622 2.3953 1.1709 1.0000 1.7148
6.5 3.9000 4.1075 3.2791 3.5412 3.8829 15.4973 3.5155 1.0000 1.0000 1.2852
7.0 5.6091 7.2796 5.9922 4.1687 6.0244 20.0811 4.3461 1.0000 0.8864 1.2139
7.5 11.7182 17.0860 15.0000 4.6111 10.1767 25.5568 4.9763 1.0000 1.0000 1.2139
8.0 29.4546 42.2043 40.9070 4.9938 17.9366 32.7568 5.7395 1.0000 1.0000 1.2139
8.5 86.2000 133.1720 123.0620 5.1595 47.7561 68.3838 7.0893 1.0000 0.8864 1.2139
9.0 183.6818 277.1720 313.6434 5.5504 140.8878 187.4486 4.2222 1.1624 1.1080 1.2505

Note.The relative computation time is defined bytrel(k) = tabs(k)t
−1
abs(k = 102 Hz), wheretabs(k) is the absolute

computation time.

because it involves more computation per step. However, the difference is small indicating
that Method 6a (6b) is superior to Method 5a (5b) when high accuracy is required. The
computation times for Method 4a (4b) are longer than for Method 6a (6b). Because these
methods have similar accuracy properties, the difference derives from the fact that Method
4a (4b) involves more computation per step. This seems to suggest that Method 6a (6b)
is better than Method 4a (4b) in the slow and intermediate motion regimes. However, the
inferior stability characteristics of Method 6a (6b) show that Method 4a (4b) is the preferred
method.

The efficiency of the Runge–Kutta methods may be expressed by the power functions
listed in Tables IX and X. The results show that the most important effect of decreasing
the stepsize or error tolerance is to increase the premultiplying factor while the exponent
is almost constant. Another feature is that the exponent is smaller for the methods that
implement fixed stepsizes compared with the methods that use automatic stepsize control.

TABLE IX

Power Function Representations of Absolute CPU Times for Runge–Kutta Methods

δt = 0.4µs δt = 0.2µs δt = 0.1µs

Method 1a 1.4371· 10−3, 1.7091 2.5771· 10−3, 1.7431 4.8756· 10−3, 1.7533
Method 2a 1.8177· 10−3, 1.7179 3.3177· 10−3, 1.7438 6.3395· 10−3, 1.7564
Method 3a 2.6982· 10−3, 1.7373 5.2179· 10−3, 1.7414 9.8132· 10−3, 1.7641
Method 4a 8.2423· 10−3, 1.7973 1.6692· 10−2, 1.7904 3.2900· 10−2, 1.7953
Method 5a 3.4818· 10−3, 1.7645 6.5843· 10−3, 1.7819 1.2594· 10−2, 1.7982
Method 6a 3.6791· 10−3, 1.7978 7.1271· 10−3, 1.8037 1.3656· 10−2, 1.8203
Method 7a 7.9794· 10−3, 1.8230 1.5594· 10−2, 1.8299 2.9609· 10−2, 1.8527
Method 8a 2.9470· 10−3, 1.4001 4.5951· 10−3, 1.5031 8.9816· 10−3, 1.5125
Method 9a 3.9252· 10−3, 1.3647 7.9556· 10−3, 1.3345 1.6410· 10−2, 1.2844
Method 10a 1.6317· 10−2, 1.1723 3.2261· 10−2, 1.1712 6.3312· 10−2, 1.1765

Note.The representations are defined by specifying the parameters (a, b) such thatt = aNb.
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FIG. 8. Relative computation timetrel(k) = tabs(k)t
−1
abs(k = 102 Hz) as function of the rate constantk for

explicit Runge–Kutta methods. The methods used automatic stepsize control with the local error tolerances
Tmax

m = 10−4. The figure includes the classical explicit (3,3) Runge–Kutta method (m), the classical explicit (4,4)
Runge–Kutta method (j), and the Butcher explicit (5,6) Runge–Kutta method (r).

The premultiplying factor tends to be smaller for the methods that are based on automatic
stepsize control than for the methods that use fixed stepsizes. For the methods that use
either fixed stepsizes or automatic stepsize control, the exponent is almost invariant while
the premultiplying factor depends on the scheme. The results suggest that automatic stepsize
control is the preferred method of operation. Although the execution time may be longer
than for fixed stepsizes, the accuracy is expected to be higher especially for systems of large
dimension.

The computation time in the slow and intermediate motion regimes is longer for the
fourth-order Methods 4a (4b) and 6a (6b) compared with Method 2a (2b). Moreover, it is
realized that the computation time for the third-order Method 5a (5b) is longer than for

FIG. 9. Relative computation timetrel(k) = tabs(k)t
−1
abs (k = 102 Hz) as function of the rate constantk for

semi-implicit and implicit Runge–Kutta methods. The methods used automatic stepsize control with the local
error tolerancesTmax

m = 10−4. The figure includes the implicit (4,2) Runge–Kutta method of Gauss type (m), the
semi-implicit (3,2) Runge–Kutta method of first Radau type (j), and the semi-implicit (4,3) Runge–Kutta method
of Lobatto type (r).
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TABLE X

Power Function Representations of Absolute CPU Times for Runge–Kutta Methods

Tmax
m = 10−3 Tmax

m = 10−4 Tmax
m = 10−5

Method 1b 1.4809· 10−3, 2.0102 2.0420· 10−3, 2.1321 3.5653· 10−3, 2.0738
Method 2b 2.0379· 10−3, 1.7271 1.8103· 10−3, 2.0127 2.3016· 10−3, 2.0827
Method 3b 3.0635· 10−3, 1.7503 3.0680· 10−3, 1.7499 3.0960· 10−3, 1.7457
Method 4b 9.2289· 10−3, 2.1187 2.0595· 10−2, 2.0935 3.7232· 10−2, 2.0979
Method 5b 3.7912· 10−3, 1.8797 4.0187· 10−3, 2.1200 6.9972· 10−3, 2.1376
Method 6b 4.6162· 10−3, 1.7765 4.4979· 10−3, 1.8070 3.8898· 10−3, 2.0948
Method 7b 8.5315· 10−3, 1.9294 9.1885· 10−3, 2.1962 2.0279· 10−2, 2.0812
Method 8b 3.0351· 10−3, 1.6730 2.7702· 10−3, 2.0068 4.6311· 10−3, 1.9894
Method 9b 5.2159· 10−3, 1.3202 4.3467· 10−3, 1.7655 3.5139· 10−3, 2.1303
Method 10b 1.9853· 10−2, 1.1676 1.9471· 10−2, 1.1789 3.0152· 10−2, 1.5539

Note.The representations are defined by specifying the parameters (a, b) such thatt = aNb.

Method 1a (1b). This is because Methods 4a (4b) through 6a (6b) are semi-implicit or
implicit while Methods 1a (1b) through 3a (3b) are explicit. For most systems, the solu-
tion of the implicit equations is only partially compensated for by the smaller number of
stages and the higher order of the semi-implicit or implicit schemes. Because the methods
are of comparable accuracy and sufficiently stable in the slow and intermediate motion
regimes, this is measured by the computation times, which are significantly longer for
semi-implicit or implicit methods than for explicit methods. This implies that Methods
1a (1b) through 3a (3b) are superior to Methods 4a (4b) through 6a (6b) in the slow
and intermediate motion regimes. Another observation is that the explicit Runge–Kutta
methods in the slow and intermediate motion regimes are more efficient than the eigen-
value method by a factor between two and five. The power functions show that the effi-
ciency increases with the dimension of the system and approaches an order of magnitude
for large systems. Because the computation times involved in MAS NMR calculations
may be very long, this is an important result. An additional advantage is that the solu-
tion is more accurate because automatic stepsize control is impossible for the eigenvalue
method.

6.3. Stiffly A-Stable Runge–Kutta Methods

The stability problem is avoided in the case of an A-stable Runge–Kutta method. How-
ever, for a reasonable stepsize, the solution components defined by the eigenvalues with
large negative real parts may be approximated inaccurately initially when they are nonneg-
ligible. These inaccurate components may reduce the overall accuracy. Thus, although the
components of the solution defined by the eigenvalues with large negative real parts may
be of no particular interest, the condition of accuracy may enforce a small stepsize over the
entire range of integration. The result is that the execution time may be prohibitive for an A-
stable Runge–Kutta method. For these systems we therefore require that the characteristic
roots closely approximate not only the solution components defined by the eigenvalues with
small negative real parts but also the solution components defined by the eigenvalues with
large negative real parts. A method with this property is characterized as stiffly A-stable
[23, 24]. The literature presents relatively few examples of stiffly A-stable Runge–Kutta
methods, and many schemes are based on extended formulas [43]. In order to improve the
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efficiency, we have designed a set of stiffly A-stable Runge–Kutta methods by restricting
the characteristic roots to be superdiagonal Pad´e approximants [23, 24]. An example is the
stiffly A-stable (3,2) Runge–Kutta method of Pad´e type

Φ̂(tk, ŷ(tk), δtk) = 1

2
[g1+ g2],

g1 = f
(

tk + 1

3
δtk, ŷ(tk)+ 1

6
δtk[3g1− g2]

)
, (6.4)

g2 = f
(

tk + 2

3
δtk, ŷ(tk)+ 1

6
δtk[3g1+ g2]

)
,

which is denoted Method 7a for fixed stepsizes and Method 7b in the case of automatic
stepsize control. It is noted that stiffly A-stable methods generally have a low order for the
number of stages because of the restrictions on the characteristic roots. The results of numer-
ical experiments with this method are listed in Tables II through VIII and illustrated in Fig. 7.

Because Method 4a (4b) is A-stable but not stiffly A-stable the computation time is an
increasing function of the rate constants in the fast motion regime. However, it is noted that
Method 4a (4b) is not as sensitive to the stiffness as Methods 5a (5b) and 6a (6b) because
of the better stability. The effect of the stiffness is less pronounced for Method 7a (7b) and
the results (Table VIII) indicate that it decreases for large rate constants. Since the methods
involve the same number of implicit stages, the execution time for Method 4a is similar to
Method 7a. However, the computation time for Method 7b is shorter than for Method 4b.
This demonstrates that the form of the characteristic roots may be more important than the
order in determining the efficiency of the method. The conclusion is that Method 7a (7b) is
the best implicit scheme in the fast motion regime.

6.4. Modified Runge–Kutta Methods

Another approach to solving the stochastic Liouville–von Neumann equation is to rewrite
the system in a form with a vanishing stiffness ratio. This has the advantage that one may use
explicit Runge–Kutta methods to obtain a solution. In the case of the stochastic Liouville–
von Neumann equation, the form of the coefficient matrix makes it possible to remove the
stiffness completely. This is realized by considering the equation

∂

∂t
|y(t)〉 = A(t)|y(t)〉 (6.4)

and rewriting the coefficient matrix in the form

A(t) = S+ R(t), (6.5)

whereS is defined by the stochastic operator andR(t) by the Hamiltonian. Because the
approach does not depend on whetherS andR(t) commute, this form can be obtained for
any stochastic operator and any Hamiltonian and is particularly useful whenS is the source
of the stiffness. In order to eliminate the stiffness we consider the transformation

|z(t)〉 = exp(−St)|y(t)〉, (6.6)
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which when differentiated leads to

∂

∂t
|z(t)〉 = exp(−St)R(t) exp(St)|z(t)〉. (6.7)

It is noted that the coefficient matrix for this system has the same eigenvalue structure as
R(t) which is determined by the Hamiltonian. This implies that the transformed system
has a vanishing stiffness ratio. For a stiff system it is difficult to determine exp(−St).
However, it is trivial to evaluate exp(St) using the eigenvalue method. This is sufficient to
obtain a Runge–Kutta solution and usually one does not need to evaluate exp(−St). More
specifically, we consider the Runge–Kutta equations

|ẑ(tk+1)〉 = |ẑ(tk)〉 + δtk
q∑

r=1

wr |gr 〉, (6.8)

where

|gr 〉 = exp(−[tk+αr δtk]S)R(tk+αr δtk) exp([tk+αr δtk]S)
[
|ẑ(tk)〉+ δtk

q∑
s=1

βrs|gs〉
]

(6.9)

includes the coefficient matrix of the transformed system. The equations are rewritten in
the form

|ŷ(tk+1)〉 = exp(δtkS)|ŷ(tk)〉+δtk
q∑

r=1

wr exp([1−αr ]δtkS)R(tk+αr δtk)

× [exp(αr δtkS)|ŷ(tk)〉 +
q∑

s=1

βrs exp([αr − αs]δtkS)|hs〉], (6.10)

where

|hr 〉 = R(tk + αr δtk)[exp(αr δtkS)|ŷ(tk)〉 + δtk
q∑

s=1

βrs|hs〉] (6.11)

has been introduced for simplicity. These equations involve matrix exponentials that may
be readily evaluated using the eigenvalue method.

Because the transformation eliminates the stiffness, the approach is likely to be successful
for explicit Runge–Kutta methods. In these cases, the modified Runge–Kutta equations may
be solved explicitly leading to a relatively high efficiency. The evaluation of the matrix
exponentials reduces the performance of the methods but in many cases the computational
overhead is acceptable. For A-stable semi-implicit or implicit methods, the stepsizes may be
larger because the stiff components have been eliminated. However, the difficulty in solving
the Runge–Kutta equations suggests that they are unlikely to be efficient. The modified
classical explicit (3,3) Runge–Kutta method is Method 8a (8b), the modified classical
explicit (4,4) Runge–Kutta method is Method 9a (9b), and the modified Butcher explicit
(5,6) Runge–Kutta method is Method 10a (10b). The results of numerical experiments with
these methods are listed in Tables II through VIII and illustrated graphically in Fig. 10.
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FIG. 10. Absolute computation time as function of the number of motional statesN for modified explicit
Runge–Kutta methods. The methods used fixed stepsizes (first column) given byδt = 0.1µs (r), δt = 0.2µs (j),
andδt = 0.1µs (m) and automatic stepsize control (second column) with the local error tolerancesTmax

m = 10−5

(r), Tmax
m = 10−4 (j), andTmax

m = 10−3 (m). The figure includes the modified classical explicit (3,3) Runge–
Kutta method (first row), the modified classical explicit (4,4) Runge–Kutta method (second row), and the modified
Butcher explicit (5,6) Runge–Kutta method (third row).

The numerical results reveal that, in the slow and intermediate motion regimes, the
modified explicit Runge–Kutta methods are less efficient than the explicit schemes. This is
because the amount of computation involved in the modified methods is larger for each step
of calculation. Because of the computational overhead, it is expected that modified explicit
Runge–Kutta methods will always be less efficient than explicit schemes in the slow and
intermediate motion regimes. However, it is seen that Methods 8a (8b) and 9a (9b) are only
slightly less efficient than the explicit methods. Moreover, the modified explicit Runge–
Kutta methods are orders of magnitude more efficient than the explicit, semi-implicit, and
implicit schemes in the fast motion regime. The explicit, semi-implicit, and implicit methods
are inefficient because of the stiffness while the modified explicit schemes approximate the
stiff components accurately. This is reflected in the computation times, which increase with
the rate constant for explicit, semi-implicit, and implicit methods, but are almost constant
for the modified explicit schemes. Although the stiffly A-stable Runge–Kutta methods are
useful for large stiffness ratios they are less efficient than the modified explicit Runge–Kutta



444 KRISTENSEN, HOATSON, AND VOLD

methods. An example where the modified methods would be valuable is in the calculation
of motional effects for urea and thiourea inclusion compounds that usually exhibit fast
motion [14].

7. SUMMARY

The MAS NMR experiment has become one of the most successful methods for obtaining
information about molecular structure and motion in solid materials. The most fundamental
description of the MAS NMR experiment is based on the stochastic Liouville–von Neumann
equation. In this paper we have implemented a Lie algebra formalism to rewrite the stochastic
Liouville–von Neumann equation in the form of a linear homogeneous system of coupled
first-order differential equations. The approach includes several computationally important
features and may be implemented for MAS NMR experiments on any nuclear spin system.

In the case of the MAS NMR experiment, it is impossible to obtain an explicit solution
to the stochastic Liouville–von Neumann equation. As an alternative we have used Runge–
Kutta methods to approximate the solution. These have the advantages of simplicity and
relatively high efficiency and may be implemented with automatic stepsize control. To
provide an explicit example we have applied the Runge–Kutta methods to the deuteron
MAS NMR experiment, which is of widespread interest as one of the most important
methods for studying molecular motion in solids.

In the case of the deuteron MAS NMR experiment, we have evaluated the performance
of different Runge–Kutta methods including explicit, semi-implicit, and implicit schemes.
The explicit methods examined in this paper are the classical explicit (3,3) Runge–Kutta
method, the classical explicit (4,4) Runge–Kutta method, and the Butcher explicit (5,6)
Runge–Kutta method. The semi-implicit and implicit methods are the implicit (4,2) Runge–
Kutta method of Gauss type, the semi-implicit (3,2) Runge–Kutta method of first Radau
type, and the semi-implicit (4,3) Runge–Kutta method of Lobatto type. The results of
the numerical experiments have shown that no method performs better than any other for
every set of rate constants. It is therefore necessary to learn about each method in order
to decide which one to use for each set of rate constants. The reason is that the stochastic
Liouville–von Neumann equation is stiff with a stiffness ratio that increases with the rate
constants.

The results have shown that explicit Runge–Kutta methods are superior to other schemes
in the slow and intermediate motion regimes. In these regimes the stiffness is sufficiently
small that the computation is determined solely by the condition of accuracy. Although
semi-implicit and implicit Runge–Kutta methods require fewer derivative evaluations, the
solution of the simultaneous equations more than compensates for this. The performance of
the methods was evaluated in the case of fixed stepsizes and automatic stepsize control. It is
found that automatic stepsize control is the preferred method of operation. The difference
in computation time for fixed stepsizes and automatic stepsize control is sufficiently small
to justify the improved accuracy especially for systems of high dimension. Because of the
increased accuracy, the classical explicit (4,4) Runge–Kutta method is found to be more
efficient than the classical explicit (3,3) Runge–Kutta method. However, the Butcher explicit
(5,6) Runge–Kutta method is less efficient than the classical explicit (4,4) Runge–Kutta
method. The reason is that the increased number of derivative evaluations compensates
for the increased accuracy. However, because the computation times are almost equal, the
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classical explicit (4,4) Runge–Kutta method is best for calculations of low accuracy, while
the Butcher explicit (5,6) Runge–Kutta method is to be preferred for calculations of high
accuracy.

In the fast motion regime, the explicit Runge–Kutta methods are very inefficient because
of the high stiffness of the stochastic Liouville–von Neumann equation. In this regime
the stability of the Runge–Kutta methods becomes important. It is noted that there is no
advantage of implicit methods when the sole criterion is accuracy. However, the implicit
methods have desirable stability properties, which in this case is the primary consideration.
The results have shown that the semi-implicit (3,2) Runge–Kutta method of first Radau
type and the semi-implicit (4,3) Runge–Kutta method of Lobatto type are inefficient in the
fast motion regimes. The reason is that these methods are conditionally stable. It is found
that the semi-implicit (3,2) Runge–Kutta method of first Radau type is more efficient than
the semi-implicit (4,3) Runge–Kutta method of Lobatto type because it has better stability
properties. The results have shown that the implicit (4,2) Runge–Kutta method of Gauss
type is better than the semi-implicit (3,2) Runge–Kutta method of first Radau type and the
semi-implicit (4,3) Runge–Kutta method of Lobatto type in the fast motion regime. The
implicit (4,2) Runge–Kutta method of Gauss type is A-stable and therefore sufficiently
stable. However, the method is not stiffly A-stable, and the condition of accuracy makes the
method relatively inefficient for high rate constants.

It is noted that there are two alternatives to solving the stochastic Liouville–von
Neumann equation in the fast motion regime. The most obvious approach is to imple-
ment stiffly A-stable semi-implicit or implicit Runge–Kutta methods. These approximate
the stiff components accurately and are less sensitive to the stiffness. We have designed
stiffly A-stable Runge–Kutta methods by restricting the characteristic roots to be super-
diagonal Pad´e approximants. These are shown to be the best implicit schemes in the fast
motion regime. An alternative is to rewrite the stochastic Liouville–von Neumann equation
in a form with a small or vanishing stiffness ratio. In this paper, we have introduced a trans-
formation that eliminates the stiffness completely. This has been combined with explicit
schemes to define a set of modified explicit Runge–Kutta methods. We have shown that
these are the most efficient schemes in the fast motion regime. The modified explicit (3,3)
and (4,4) Runge–Kutta methods are only slightly less efficient than the explicit schemes in
the slow and intermediate regimes. This demonstrates that the modified explicit (3,3) and
(4,4) Runge–Kutta are useful for solving the stochastic Liouville–von Neumann equation
for all motional regimes.

The results of this research have shown that the Runge–Kutta formalism is a useful
and efficient approach to MAS NMR lineshape calculations. The formalism provides a
set of integration methods that improve the accuracy of the calculations and that lead
to significantly shorter computation times. The experiments have shown that the Runge–
Kutta methods improve the computational efficiency by a factor between two and five
compared with the eigenvalue method. It is shown that the efficiency increases with the
dimension of the system, and for large systems the improvement may be more than an order
of magnitude. Because of the long computation times involved in MAS NMR calcula-
tions, this is a significant result. The possibility of implementing automatic stepsize control
is another important feature, which makes the approach more accurate than the eigen-
value method. The modified Runge–Kutta methods developed in this paper extends the
formalism to calculations involving fast molecular motion and stiff systems of differential
equations.
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